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Abstract
Systematic reviews and meta-analyses are beingdsirrgly used to summarize medical literature alahtify
areas in which research is needed. Systematicws\imit bias with the use of a reproducible sdiémprocess to
search the literature and evaluate the qualitybhef individual studies. If possible the results atatistically
combined into a meta-analysis in which the dataveeghted and pooled to produce an estimate oteffehis
article aims to provide with an overview of syst¢imeeview and meta-analysis methodology.
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Introduction

Meta-analysis is a statistical procedure that irstess The first meta-analysis was performed by Karl Pears
the results of several independent studies coresidker  in 1904, in an attempt to overcome the problem of
be “combinable.” Well conducted meta-analyses allow reduced statistical power in studies with small giem

a more objective appraisal of the evidence thansizes; analyzing the results from a group of stid&n
traditional narrative reviews, provide a more pseci allow more accurate data analysis. However, that fir
estimate of a treatment effect, and may explain meta-analysis of all conceptually identical expenits
heterogeneity between the results of individuadlistst. concerning a particular research issue, and coaduct
Meta-analysis combines the results of several studi by independent researchers, has been identifigbeas
that address a set of related research hypothiesis. 1940 book-length publicatioBxtra-sensory perception
simplest form, this is normally by identificatiorf a after sixty years, authored by Duke University
common measure of effect size, for which a weightedpsychologists J. G. Pratt, J. B. Rhine, and asteia
average might be the output of a meta-analysise Her This encompassed a review of 145 reports on ESP
the weighting might be related to sample sizesiwith experiments published from 1882 to 1939, and
the individual studies. More generally there arkeot included an estimate of the influence of unpublishe
differences between the studies that need to beved papers on the overall effect (tfiee-drawer problem).

for, but the general aim of a meta-analysis is tmam  Although meta-analysis is widely used in epidengglo
powerfully estimate the true "effect size" as omub and evidence-based medicine today, a meta-analj/sis
a smaller "effect size" derived in a single studigler a  a medical treatment was not published until 19%5. |
given single set of assumptions and conditions.aMet the 1970s, more sophisticated analytical techniques
analyses are often, but not always, importantwere introduced in educational research, startiith w
components of a systematic review procedure. Here ithe work of Gene V. Glass, Frank L. Schmidt andnJoh
is convenient to follow the terminology used by the E. Hunter.

Cochrane Collaboratiohand use "meta-analysis” to Gene V Glass was the first modern statistician to
refer to statistical methods of combining evidence, formalize the use of meta-analysis, and is widely
leaving other aspects of 'research synthesis' ofrecognized as the modern founder of the method. The
‘evidence synthesis', such as combining informationonline Oxford English Dictionary lists the firstage of
from qualitative studies, for the more general eaht the term in the statistical sense as 1976 by Glase

of systematic reviews. statistical theory surrounding meta-analysis waaty
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Jacob Cohen, Thomas C. Chalmers, Robert Rosenthd\l eta-regression models

and Frank L. Schmidt. Generally, three types of models can be distingdsh
Advantages of meta-analysis>® in the literature on meta-analysis: simple regmssi
Advantages of meta-analysis (e.g. over classicalfixed effect meta-regression and random effectsamet
literature reviews, simple overall means of effsizes regression.

etc.) include: Simpleregression
»  Shows if the results are more varied than what The model can be specified as
is expected from the sample diversity Ui = _,'30. —+ ;"_‘31 T4 ;‘3;;:173“?- R o
 Derivation and statistical testing of overall Wherey, is the effect size in stugyandp, (intercept)
factors / effect size parameters in related the estimated overall effect size. The variables
studies T (3 —1... j{-_)

» Generalization to the population of studies

! - specify different characteristics of the studypecifies
»  Ability to control for between-study variation Bae'ry B

the between study variation. Note that this moaedsd

*  Including moderators to explain variation not allow specification of within study variation.
« Higher statistical power to detect an effect giyed-effect meta-r egr ession
than in 'n=1 sized study sample’ _ Fixed-effect meta-regression assumes that the true
 Deal with information overload: the high effect sized is normally distributed with
number of articles published each year.
. > 3 N(8,04)

* It combines several studies and will therefore
be less influenced by local findings than \yhere gis the within study variance of the effect size.

single studies will be. A fixed effect meta-regression model thus allows fo
* Makes it possible to show if a publication bias within study variability, but no between study
exists. variability because all studies have the identical
Stepsin a meta-analysis expected fixed effect sizg i.e.s = 0. **Note that for
1. Formulation of the problem the “fixed-effect’ no plural is used (in contrast t
2. Search of literature "random-effects") as only ONE true effect acrods al
3. Selection of studies ('incorporation criteria’) datasets is assumed.
* Based on quality criteria, e.g. the requirement Yy; = _4'31} L _J'31$1j ak _a'321?2j +---4m;
of randomization and blinding in a clinical 9

trial Here = "his the variance of the effect size in study

* Selection of specific studies on a well- riyeq effect meta-regression ignores between study
specified subject, e.g. the treatment of breast, ariation. As a result, parameter estimates arsebliaf
Lancer between study variation can not be ignored.

* Decide whether unpublished studies are pyrthermore, generalizations to the population reve
included to avoid publication bias (file drawer pogsiple.

problem) _ Random effects meta-regression
4. Decide which dependent variables or summaryrpandom effects meta-regression rests on the
measures are allowed. For instance: assumption tha in
» Differences (discrete dat
( 2 «"’\'I" g. 0

*  Means (continuous data)
* Hedgesyq is a popular summary measure for

continuous data that is standardized in order to #’U{'(ﬁ', G_E)- : : .
eliminate scale differences, but it incorporates A random effects meta-regression is called a mixed

an index of variation between groups: effects model when moderators are added to the Imode
Iy iy He Y = B0+ 5hx1j 4 Goxoj +--- + 4
= : 2
. . _ o _ T . . o .
in which is the treatment meap, is the control Here = <iis the variance of the effect size in study

meanc the pooled variance. ’ JE. . .
5. Model selection (see next paragraph) Between study varianceis estimated using common

For reporting guidelines, see QUOROM statement estimation procedures for random effects models
' (restricted maximum likelihood (REML) estimators).

is a random variable folldwing a (hyper-)distritmuti
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Observational study of evidence™® difference, however, is influenced by the undegyin
Meta-analysis should be viewed as an observationapopulation value. An antihypertensive drug, for
study of the evidence. The steps involved are amd example, is likely to have a greater absolute ¢ffec

any other research undertaking: formulation of the blood pressure in overtly hypertensive patients tima
problem to be addressed, collection and analysikeof borderline hypertensive patients. Differences are
data, and reporting of the results. Researcheraldho therefore often presented in units of standardadievi.
write in advance a detailed research protocol thatlf the end point is binary—for example, diseasesuer
clearly states the objectives, the hypotheses to beno disease, or dead versus alive) then odds ratios
tested, the subgroups of interest, and the proposedelative risks are often calculated (box). The odui®
methods and criteria for identifying and selecting has convenient mathematical properties, which allow
relevant studies and extracting and analysingfor ease in combining data and testing the ovefédict
information. for significance. Absolute measures, such as the
As with criteria for including and excluding pattenn absolute risk reduction or the number of patients
clinical studies, eligibility criteria have to beefined needed to be treated to prevent one event, are more
for the data to be included. Criteria relate todhality helpful when applying results in clinical practice

of trials and to the combinability of treatments, Applicationsin modern science

patients, outcomes, and lengths of follow up. Quali Modern statistical meta-analysis does more thah jus
and design features of a study can influence theltse combine the effect sizes of a set of studies.tteat if
Ideally, researchers should consider including only the outcomes of studies show more variation than th
controlled trials with proper randomization of eeatis variation that is expected because of sampling fft

that report on all initially included patients aocding to research participants. If that is the case, study
the intention to treat principle and with an objeet characteristics such as measurement instrument, used
preferably blinded, outcome assessment. Assesseng t population sampled, or aspects of the studiesgdesi
quality of a study can be a subjective process cvew are coded. These characteristics are then used as
especially since the information reported is often predictor variables to analyze the excess variaion
inadequate for this purpose. It is therefore pedfker to the effect sizes. Some methodological weaknesses in
define only basic inclusion criteria and to perfoem  studies can be corrected statistically. For exaripis
thorough sensitivity analysis. possible to correct effect sizes or correlations the

The strategy for identifying the relevant studiesidd downward bias due to measurement error or resinicti
be clearly delineated. In particular, it has todeeided ~ on score ranges.

whether the search will be extended to include Meta-analysis can be done with single-subject aesig
unpublished studies, as their results may systeaiti  as well as group research designs. This is impbrtan
differ from published trials. As will be discusséa because much of the research on low incidents
later articles, a meta-analysis that is restricted populations has been done with single-subject rekea
published evidence may produce distorted resultsdesigns. Considerable dispute exists for the most
owing to such publication bias. For locating pulindid appropriate meta-analytic technique for single scibj
studies, electronic databases are useful, but, alsee, research.9

they may miss a substantial proportion of relevant Meta-analysis leads to a shift of emphasis fronglsin
studies. In an attempt to identify all published studies to multiple studies. It emphasizes the tpaic
controlled trials, the Cochrane Collaboration has importance of the effect size instead of the diadb
embarked on an extensive manual search of medicasignificance of individual studies. This shift imiriking
journals published in English and many other has been termed "meta-analytic thinking". The tssul
languages. The Cochrane Controlled Trials Regssteri of a meta-analysis are often shown in a forest plot
probably the best single electronic source of drial Results from studies are combined using different
however, citation indices and the bibliographies of approaches. One approach frequently used in meta-
review articles, monographs, and the located ssudie analysis in health care research is termed 'inverse
should also be scrutinised. variance method'. The average effect size acrdss al
Standar dised outcome measure studies is computed as a weighted mean, whereby the
Individual results have to be expressed in aweights are equal to the inverse variance of each
standardised format to allow for comparison betweenstudy’s effect estimator. Larger studies and swidie
studies. If the end point is continuous—for example with less random variation are given greater weight
blood pressure—the mean difference between thethan smaller studies. Other common approaches
treatment and control groups is used. The size of a
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include the Mantel-Haenszel method and the PetcStatistical significance in a hypothesis test i® th
method. probability rejecting the null hypothesis whensittiue.

A recent approach to studying the influence thatIn the scientific method, statistical significanisethe
weighting schemes can have on results has beeprobability of a future event. In a meta-analysis,
proposed through the construct grfvity, which is a  statistical significance is the probability of espavent.
special case of combinatorial meta-analysis. In" a meta-analysis the analyst has “perfect
Signed differential mapping is a statistical tecfuai acquaintance with all the circumstances affectimg t
for meta-analyzing studies on differences in brain occurrence” of any event defined by the data at the
activity or structure which used neuroimaging time the hypotheses are specified. So there is no

techniques such as fMRI, VBM or PET. uncertainty and the probabilities of such evenssng
Comparison of meta-analysis to the scientific Boole’s notion of probability, would be zero or one
method®** The procedure in meta-analysis is to simulate rssrgs
Francis Bacon described a method of procedure forincompleteness of knowledge by calculating the powe
advancing the physical sciences. and statistical significance as if none of the daéae

Aphorism 106: In forming our axioms from induction, known to the analyst at the time the hypotheses wer
we must examine and try whether the axiom we derivespecified. A meta-analysis hypothesis test is, iwithe

be only fitted and calculated for the particulsstances  context of the scientific method of Bacon and Bopale
from- which it is deduced, or whether it be more simulated hypothesis test.

extensive and general. If it be the latter, we must

observe, whether it confirms its own extent and REferences

generality by giving surety, as it were, in poigtiaut 1. Glass G. V. (1976). Primary, secondary, and
new particulars, so that we may neither stop atact meta-analysis  of  research. Educational
discoveries, nor with a careless grasp catch ateshs Researcher, 5, 3-8.

and abstract forms, instead of substances of a 2- Egger M. and Smith G D (1997-11-22). Meta-
determinate nature: and as soon as we act thus, wel  Analysis. Potentials and promisgMJ (Clinical

authorized hope may with reason, be said to beamn up Research Ed.) 315 (7119): 1371-1374. _
US. 3. Bosch H. (2004). Reanalyzing a meta-analysis on

George Boole gave a similar description . extra-sensory perception dating from 1940, the
The study of every department of physical science first comprehensive meta-analysis in the history
begins with observation; it advances by the calabf of science. In S. Schmidt (Ed roceedings of
facts to a presumptive acquaintance with their the 47th  Annual  Convention of the
connecting law, the validity of such presumption it Parapsychological Association, University of
tests by new experiments so devised as to augrfient, Vienna, (pp. 1-13)

the presumption be well founded, its probability 4. Van den Noorigate W. and Onghena P. (2007).
indefinitely; and finally, the law of the phenomeno Aggregating Single-Case Resulfthe Behavior
having been with sufficient confidence determinte, Analyst Today, 8(2), 196-209.

investigation of causes, conducted by the due maxty °- Hunter John E. and Schmidt Frank L. (1990).
of hypothesis and deduction, crowns the inquiry. Methods of Meta-Analysis: Correcting Error and

In both descriptions there are three steps: fssemble Bias in Research Findings. Newbury Park,
data, second formulate an explanatory physical law, California;  London; New Delhi: SAGE
and third test the proposed physical law in future Publications . o
experiments. In a meta analysis the first two staes 6. Boole George (1958)An investigation of the

carried out, but the third step is modified. Meta- laws of thought on which are founded the
analysis being retrospective has no data gathdted a mathematical theories of logic and probabilities.
the formulation of the physical law and so confirtie New York: Dover. 424.

physical law using data that were known at the tinee /- Cornell J. E.-and Mulrow C. D. (1999). Meta-
physical law was formulated. This requires a change  analysis. In: H. J. Ader & G. J. Mellenbergh
from the wusual notion of  probability: (Eds). Research Methodology in the social,
Probability is expectation founded upon partial behavioral and life sciences, 285-323, London:
knowledge. A perfect acquaintance with all the Sage. o -
circumstances affecting the occurrence of an event 8- Norman S.-L. T. (1999). Tutorial in Biostatistics.
would change expectation into certainty, and leave Meta-Analysis:  Formulating, ~ Evaluating,
neither room nor demand for a theory of probabiiti Combining, and _Reporting. Satistics  in

Medicine, 18: 321-359.
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